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ABSTRACT The main objective is to detect the disease-causing gene from microarray data and predict the results
from the gene expression value. Many computer-assisted algorithms developed to predict the characteristic of a
gene is done using machine learning and other bio-inspired algorithms. In this paper, seven works are proposed and
compared to estimate the efficiency. The Support Vector Machine (SVM) optimized neuro-expert algorithm is
developed to optimize these predictive results of both machine learning and bio-inspired algorithms and proven its
effectiveness and efficiency in detecting the disease-causing gene than ever before.

INTRODUCTION

Gene expression in microarray data has been
used for identifying genes causing diseases lo-
cated in the DNA of human body. Inherited dis-
eases have been affecting human beings to a
greater extent and many databases related to
this exist in the web for research (Carl 2016). The
dataset used for this research is PIMA dataset
and the software which is used for implementa-
tion is Matlab. This dataset consists of the in-
formation which is related to the patients who
are affected by breast cancer with gene ID (Cho-
Jui 2014) and the results are predicted based on
this gene value. There are two types of breast
cancer datasets in which one is malignant can-
cer and another is prognostic. The breast can-
cer dataset used for this research is prognostic
dataset and the efficiency can be estimated on
the basis of confusion matrix method in terms of
accuracy, precision, recall and F- measure.

The main aim is to predict the disease-caus-
ing gene using an optimized technique. In this
paper, a newly developed neuro-expert system
is proposed to optimize the performance of the
other existing algorithm prevailed in this field.
The feature of this algorithm is that it is based
on the classification background and inhibits
the characteristics of neural network algorithm.
So classification of data classes and class labels

are made easier to analyze the efficiency using
gene expression value.

The objective of this paper is to find the dis-
ease-causing gene based on gene expression
value and predict the effectiveness of the opti-
mized algorithm over the data. The breast can-
cer dataset BRCA (prognostic) taken from UCI
repository, URL. Matlab is the software that has
been used for implementing this work. Especial-
ly, the prognostic breast cancer dataset is se-
lected for this research.

This paper is organized as follows: Section 2
presents proposed methods to solve the task of
identifying the cancer-causing gene. Section 3
contains results obtained and discussions. Fi-
nally, section 4 contains conclusions.

METHODOLOGY
Dataset Description

The breast cancer (WDBC) dataset taken
from the URI repository had 761 data with gene
ID or gene expression value. From this, 380 data
are taken as training data and 381 data are taken
as testing data. But this performance criterion
for the classifiers in disease detection (Chopin
2013) is based on confusion matrix to analyze
the performance criterions have been computed
from this dataset.
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Table 1: Pseudocode for training and testing data

Linel dt=load(‘wdbc.data’);
Line2 traindata=dt(1:380,3:end);
Line3 traincl=dt(1:380,2);

Line4 testdata=dt(381:end,3:end);
Line5 testcl=dt(381:end,2);

Table 1 represents the pseudocode for clas-
sifying the training data and testing data from
the dataset where dt is the dataset variable, and
traincl is the class variable of the training data.
First 380 data from class label to the end is load-
ed as training in line 3 and line 4 and remaining
data from the first class label to the end of the
data in the dataset is loaded as testing data.

Sequential Algorithm

In this research, it is for finding the differenc-
es between expression values of a pair of genes
in the prognostic dataset (Carl 2016). For exam-
ple: g1,92.....g10 are genes in the dataset in which
the gene pair(g4g8g2) and the other gene pairs
(g8g4g2) are found to be identical (Yuhaizhao
2014). It then implies that these two gene pairs
generate the same disease in the human body
(Thompson 2016). The linear sequences of pre-
dicting each gene in this dataset are taken as an
input for predicting results (Chopin 2013). The
pseudo code for this algorithm is shown in Table 2.

Pseudo Code for BAT Algorithm

Table 2: Pseudocode for BAT algorithm

for t=1:N_gen,
for i=1:n,
Q(i)=Qmin+(Qmin-Qmax)‘rand,;
v(1,:)=v(i,:)+(Sol(i,:)-best) Q(i);
S(i,:)=Sol(i,:)+v(i,:);
Sol(i,:)=simplebounds(Sol(i,:),Lb,Ub);
if k>3
k=1;
end
if rand>r
S(i,:)=best+0.001"randn(1,d);
end
Fnew=Fun(k,data,cl);
if (Fnew<=Fitness(i)) & (rand<A) ,
Sol(i,:)=S(i,:);
Fitness(i)=Fnew;
end
if Fnew<=fmin,
best=S(i,:);
fmin=Fnew;
end
end
N_iter=N_iter+n;
k=k+1;
end
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DCKSVM (Divide and Conquer Kernal Support
Vector Machine)

DCKSVM is used to improve classification
prediction of data in the dataset (Del 2015). The
purpose of using DCKSVM algorithm is to di-
vide the main clusters of data into sub-clusters
and make its prediction reliable on that clusters
(Cho-Jui 2014). Since it is a good classifier (Ken
2011), its efficiency is better compared to Se-
quential algorithm (Michael 2015). It removes
the common group of data from the dataset (Yang
2016) and the efficiency is calculated (Yuchen
2013).

Algorithm 1: Divide and Conquer SVM

Step 1:  Partitioning dual variables into k
subsets {v1....vk}

Time complexity for solving sub-
problems are reduced to O(k'n/
k)2=0(n2/k) with space complexi-
ty, where n is the variable and k is
the cluster subset.

Concatenate them to form solution
for whole problemab = (al....ak)
A bound is derived on ||ab-a"||
where ab is the optimal solution
by adding cluster-kernel values.
Minimizing the off-diagonal values
of the kernel matrix with a balanc-
ing normalization.

For each cluster k, go to Step 2 for
partitioning data and computing
Step 4 for absolute scale.

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

HRBFNN (Hybrid Radial Bias Neural Network)

To enhance the capabilities of data granula-
tion in the dataset, HRBFNN is applied to this
breast cancer dataset which inhibits the charac-
teristics of data granulation and PCA for pre-
processing the data (Wei 2014). Weight bias is
multiplied with the training data and the output
is calculated. This output data is then matched
with the testing data and the actual output is
determined. The data which prone to lesser er-
ror rate is taken for training data to calculate the
efficiency of algorithm. This algorithm is having
capable of enhance the best network topology
which is vital for developing the performance of
the results. In future, HRBFNNs may be en-
hanced by constructing fuzzy or with the help
of multi-objective evolutionary algorithms, it may
be used to optimize the HRBFNNSs (Wei 2014).
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Algorithm 2: HRBFNN
Step 1: Pre-process the data set using
PCA. To obtain dimensionality
reduction, principal
component analysis is used to
pre-process data sets for feature
extraction and reduction of data.
Training and testing data sets are
formed.
The generic parameters used in
the conclusion part are decided.
System’s input variables are de-
termined.
PFNs are designed. For the se-
lecting r inputs, the number of
nodes (PFNs) generated in each
layer becomes equal to k = n!/n!(n-
N'rl, where, n is the number of
total inputs and i stands for the
number of the chosen input vari-
ables and c is the clusters.
Check the termination criterion.
Select the best predictive capa-
bility nodes and construct their
corresponding layer. To select
the highest predictive capability
nodes (PFNs), the following
steps are used.
The polynomial coefficient pa-
rameters (a0, al. . . ab) of each
PFN are estimated by
the subset of the training data
and testing data.
The identification error (EPI) of
each PFN is determined with the
help of the testing data set.
All PFNs are sorted and rear-
ranged in descending order
based on their performance of
the identification error (EPI1,
EPI2... EPInI/ (n-r)tr!).
Select the best x nodes, for con-
structing the next layer of PFNs,
where x is the best predictive ca-
pabilities nodes. All nodes (PFNs)
are first rearranged in a descend-
ing order based on their perfor-
mance (EPI1,EPI2...EPIn!/(n-r)!
r!), and then some nodes will be
selected.

The representations are concise as that the
P1 represents the performance index of training

Step 2:
Step 3:
Step 4:

Step 5:

Step 6:
Step 7:

Step 7.1:

Step 7.2:

Step 7.3:

Step 7.4:
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data set and the EPI represents the performance
of the testing data set (Wei 2014).

ONMTF (Orthogonally Non-Matrix
Trifactorization) Algorithm with BAT

ONMTF algorithm (Straear 2016) with BAT
to cluster the rows and columns in the breast
cancer dataset along with Bio-inspired algorithm,
(Vijay Kumar 2016) BAT for optimizing the re-
sults drawn from the machine Learning Algo-
rithms (DCKSVM and HRBFNN), BAT (Yubao
2016) is applied to this prognostic dataset to
predict the performance (Paul 2016). The perfor-
mance results drawn when compared to the re-
sults of machine learning algorithms is the peak.
It gives a high percentage of accuracy than the
machine learning algorithms (Sequential model,
DCKSVM, BAT) than ever before.

The steps of the BAT algorithm are as follows:

Initialization;

Repeat

New solutions generated;

Local searching;

New solution generated by flying randomly;

Finding the current best solution;

Until (getting optimized solutions)

MNTFwith BAT

This algorithm determines multi-variant ap-
proach over the data and predicts the value of
the gene (Del 2015). The multi-variant may be
more than one factor taken as a predictive ele-
ment for processing the results. It is evaluated
with multiple factors that correlate the efficien-
cy and takes more than one factor for predicting
results in the dataset other than a single factor
in the dataset.

Algorithm: Multi-label Nonnegative Matrix
Tri-Factorization (MNMTF)

1: Input: Nonnegative matrix X and binary
label matrix Y; Weighting parameter for la-
bel correlation Q; the number of bases J;
Output: Non —negative matrices U and
S minimizing || X-USY||2 F + Qtr (SLST);
Initialize U and S by random positive val-
ues;
repeat 5 and 6.

U=U" XYTST
USYYTST
S=8" UTXYT+QS

UTUSYYT +QSD

7: until convergence criterion met
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The results are evaluated with hybridization
of BAT (Yubao 2016) with MNTF algorithm. The
accuracy is estimated by comparing the results
of ONMTF and MNTF with BAT algorithm.

SVM- Optimized Neuro-expert Algorithm

This proposed algorithm inhibits the features
of both Support vector machine and the Neural
Networks. Since SVM is a good classifier, this
system gives the better result when compared
with those above existing methods.

The steps for the SVM- Optimized NE algorithm:

Input: Dataset D;

Output: OP is the Outcome.

Step 1: Support Vector Machine algo-
rithm is executed for removing the
common group of data.

Neural Network Algorithm is im-
plemented. The selected reduced
error rate data items (OP) are
prone to calculate with weight
bias (wtb) to the training data,
then

OP=Data * wtb;

OP is applied to the testing data
in which the matched weight bias
of data from testing data and
the actual data is selected.

For each iteration, i converges
step 1 to step 3 until the condi-
tion met.

Step 2:

Step 3:

Step 4:

RESULTS AND DISCUSSION

In the first step, sequential algorithm and
DCKSVM is applied to the wdbc dataset and it
is compared for predicting the efficiency. Then,
after predicting the results of these algorithms,
itis evaluated with the results of HRBFNN. It is
proved that among machine learning algorithms
that applied over the dataset, HRBFNN gives
better performance than the sequential and
DCKSVM. Then, bio-inspired algorithm, BAT
is tried with ONMTF algorithm and its result is
compared with DCKSVM. Now, it is proved that
ONMTF with BAT algorithm gives better pre-
diction than the other algorithms. Again, MNTF
with BAT is tried to estimate prediction results
and it shows a high predictive performance than
the other algorithms that applied before. SVM-
optimized neuro expert algorithm is proposed
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for optimizing this performance and proven that
this proposed work gives a tremendous high
performance than the other algorithm used for
detecting the disease-causing gene and the effi-
ciency in terms of accuracy, precision, recall and
f-measure calculated based on confusion matrix
method.

Accuracy is the percentage of correct pre-
dictions from the dataset and is proportional to
the total number of predictions that were cor-
rect. It can be calculated using equation,

Accuracy=al+ad/ (al+a2+a3+ad)......... Q)

The recall is the proposition of positive cas-
es that are correctly identified, as estimated us-
ing equation,

Recall=a3/ (a3+84)......ccccevurrneerrnrneens (2

Precision (P) is the proposition of the pre-
dicted positive cases that were correct, as eval-
uated using equation

Precision=a4/ (a2+a4).......c.cccoourrnrineenns 3)

F-measure (F) can be calculated using formula,

F=2"(Precision‘recall) /(precision+recall)...( 4)

Where al is the number of correct predic-
tions that an instance is negative, that is, cor-
rectly predicted genes which are not disease-
causing gene, a2 is the number of incorrect pre-
dictions that an instance is positive, that is, in-
correctly predicted which are diseases causing
gene, a3 is the number of incorrect of predic-
tions that an instance negative, that is, incor-
rectly prediction of non-diseased gene and a4
is the number of correct predictions that an in-
stance is positive, that is, correctly predictions
of disease-causing genes in the dataset.

The efficiency of Sequential, DCKSVM,
HRBFNN, ONMTF, BAT, MNTF, MNTF with
BAT, and SVM- optimized neuro —expert algo-
rithm is shown in the Table 1 and it is proven
that the proposed SVM optimized neuro-expert
algorithm is effective than other algorithms such
as Sequential, DCKSVM, HRBFNN, ONMTF,
Bat, MNTF, MNTF with Bat.

It is to be noted in Table 3 the values of f-
measure and the recall of both HRBFNN and
ONMTF are the same. When the findings of
ONMTF with BAT and the MNTF with BAT are
compared, it is observed that the MNTF with
BAT has 94.7 percentage shows the greater effi-
ciency than ONMTF with BAT with 89.4 per-
centage in terms of accuracy, precision, recall
and f-measure as shown in Table 3. These re-
sults then get optimized by newly developed
SVM optimized neuro-expert algorithm and yield
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Table 3: Results of the algorithms

J. SUMITHA, T. DEVI AND D. RAVI

Sequence DCKSVM HRBFNN ONMTF ONMTF MNTF MNTF SVM-
model with Bat with Bat  optimized
neuro-expert
Accuracy 77.7778 80.4233 85.1852 86.7725 89.4180 92.0635 94.7090 96.2963
Precision 0.7103 0.7504 0.7937 0.8085 0.8396 0.8722 0.9081 0.9340
Recall 0.7659 0.8323  0.8713 0.8734 0.8987 0.9322 0.9576 0.9678
F-measure 0.7371 0.7892 0.8307 0.8397 0.8682 0.9012 0.9322 0.9506

results as 96.2 percent. This is the peak perfor-
mance than the other machine learning and bio-
inspired algorithms.

CONCLUSION

After implementing each algorithm over the
cancer dataset, the efficiency performance not-
ed between the sequential algorithm, DCKSVM,
HRBFNN, ONMTF with Bat, MNTF, and Hybrid
MNTF with Bat and finally the proposed SVM-
optimized neuro-expert algorithm. The results
proved that this proposed algorithm SVM-opti-
mized neuro-expert gives better efficiency than
the other algorithms on detecting cancer gene.
Since it stimulates the nature of both support
vector machines and the neural networks, it is
proved in itself as the best effective predictor
on investigating the gene. In future, it can en-
hance with a newly developed algorithm or con-
verge with a new algorithm to predict the dis-
ease-causing gene.
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